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A Mobile A Data center
A Battery operated A Energy costs
A Passively cooled A Infrastructure costs
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Heterogeneous Hardware re

A Heterogeneous HW for energy efficiency
A Multi -core, ILP, threads, data - parallel engines, custom engines
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Future performance gains will mainly come from heterogeneous
hardware with different specialized resources

Source: Understanding

4 cores + SIMD + custom
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Molecular dynamics computer
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100 times more power efficient

D. E. Shaw et al. SC 2009, Best Paper and Gordon Bell Prize
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Uniprocessor
A Sequential programming
A C

Pentium 4

CMP (Multicore )
A Threads and locks
A C+ (Pthreads , OpenMP )

GPU .

Nvidia
A Data parallel programming Fermi
A C+( Pthreads , OpenMP) + (CUDA, OpenCL ) i

Cluster
A Message passing

A C+ ( Pthreads , OpenMP) + (CUDA, OpenCL)+ MPI ?;gﬁar

Too many different programming models
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Human effort just like electrical power

Aim: reduce development effort, increase
performance

Increase performance NOW means.
A reduce energy per op
A increase # of targets

Need to reduce effort per target!







